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Abstract— The performance of three different numerical methods for predicting the large separated

􀅭low over a hump model and its control using steady suction and techniques is investigated. Unsteady

Reynolds Averaged Navier-Stokes (URANS), Detached Eddy Simulation (DES) and Delayed Detached Eddy

Simulation (DDES) approaches are developed and applied to determine the pro􀅭iciency of these approaches

in predicting such degree of separation and assess their applicability to capture the turbulent 􀅭low struc-

tures in the separated 􀅭low􀅭ield. Active 􀅭low control techniques are applied by means of two-dimensional

slot located at x/c≈0.65 along the model spanwise with an opening of 0.00187c, directly upstream on the

concave surface. The novelty of the present work is that the dynamic grid technique is formulated tomodel

the repeated motion of the synthetic jet membrane instead of using the oscillating boundary conditions at

the jet exit. Dynamic grid is found to be useful in providing more insight into the physical mechanism that

drive the interface between the plenum 􀅭low and separated boundary layer 􀅭low. The numerical results ob-

tained from the baseline and controlled cases are validated against the measurements and compared with

publishednumerical results in termsofmean 􀅭lowquantities. Despite the fact thatURANSandDESmethods

provide good agreement with the measurements for the uncontrolled and steady suction controlled cases,

only DES showed the 􀅭low unsteadiness, however the DDES method failed to predict the mean 􀅭low quan-

tities or the turbulent 􀅭low features. The dynamic grid technique successfully simulated the cavity 􀅭low,

showed up the existence of two counter rotating vortices inside the plenummove up and down during the

control cycle and 􀅭inally energized the boundary layer in the separated 􀅭low region.

© 2017 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

Flow separation control using active methods such

as steady suction/blowing and synthetic jets with Zero Net

Mass Flux was studied extensively by many researchers.

Numerous experimental [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]

and numerical [13, 14, 15, 16, 17] studies were conducted

in this area. Numerical methods using Computational Fluid

Dynamics (CFD) techniques were widely used for simulat-

ing and evaluating the synthetic jets as active 􀅭low method

in controlling the 􀅭low separation over lifting surfaces. To

investigate the capabilities of different numerical methods

in predicting the synthetic jet 􀅭low and separation control,

NASA Langley Research Centre carried out a CFDworkshop

[18] for this purpose [18]. In that workshop, three dif-

ferent cases were studied in which the 􀅭low􀅭ield is gener-

ated through a rectangular slot in a quiescent environment

[19], a circular oscillatory jet issuing into a cross􀅭low over

a 􀅭lat plate [20] and through a rectangular slot over a wall-

mounted hump [21, 22, 23]. Flow unsteadiness, motion of

vortex pairs and transition into turbulence were the main

features thatwere captured fromthegenerated 􀅭low􀅭ield. In

thepresent study, threenumericalmethodsnamely, URANS,
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DES and DDES, are developed and applied to evaluate their

ability in predicting the large separated 􀅭low and it's con-

trol over the wall-mounted hump using steady suction and

Synthetic Jet Actuator (SJA). The resulting separated 􀅭low

􀅭iled from the hump can be described as a large separation,

which it stands between the mild and massive 􀅭low separa-

tion. The objectives of the present study are to develop and

assess the DDES approach in predicting this large separated

􀅭low in comparisonwithURANS andDESmethods. Further-

more, to use the dynamic grid techniques in simulating the

movement of SJAmembrane instead of using the traditional

method of applying the oscillating boundary conditions at

the jet exit. The numerical results showed that the DDES

model was not able to predict the 􀅭low physics or separa-

tion line in contrast with URANS and DES models. In terms

of applying the synthetic jet control, very interesting results

were obtained from using the dynamic grid techniques in

simulating the cavity 􀅭low. These results provided remark-

able explanation of the separated 􀅭low control mechanism

using synthetic jet. An impressive information about the

􀅭low physics inside the cavity was declared.

II. NUMERICAL METHODS

Acell-centre 􀅭inite-volume 􀅭lowsolverwith a Spalart-

Allmaras (S-A) one equation turbulencemodel is developed

and used in the present study. Parallel computations us-

ingMPI environment and domain decomposition technique

are applied to improve the performance of numerical sim-

ulations. URANS, DES and DDES methods are implemented

in this solver, which the turbulent 􀅭lows are simulated by

Navier–Stokes equations in an Arbitrary Lagrangian Eule-

rian (ALE) framework [24, 25]. Themain formulation in the

present approaches can be explained brie􀅭ly as follows:

∂t

∫
Ω

~UdV +

∫
s

~UF.n̂dS = 0 (1)

where
−→
U is the state vector and

−→
F is 􀅭lux vector, and

both are represented by the following equations:

~U =

 ρ

ρ~u

E

 and ~F = F c + F υ (2)

where

F c =

 ρ~u

ρ~u
⊗

~u+ P [I]

(E + P )~u

 and F υ =

 0

[τ ]

([τ ] • ~u) + ~q


(3)

In equation (3), ρ is 􀅭luid density, ~u is 􀅭low velocity, E

is total energy, P is pressure, [I] is the identity tensor and [τ ]

is the stress tensor, which is given as:[
τ
]
=

(
µL + µtur

) [
∇~u+∇T~u− 2

3 (∇.~u)[I]
]

(4)

In equation (4), the turbulent viscosity µT is calcu-

lated from the S-A turbulencemodel [26, 27], which is given

as:

Dν̃

Dt
= cb1 S̃ν̃︸ ︷︷ ︸

Production Term

− cw1
fwP

(
ν̃

d

)2

︸ ︷︷ ︸
Destruction Term

+
1

σ
[∇.((ν + ν̃))∇ν̃) + cb2(∇ν̃)2︸ ︷︷ ︸

Diffusion Term

] (5)

where D
Dt

= ∂
∂t
+µ̃i

∂
∂xt

is thematerial derivative and

ν̃ is themodi􀅭ied kinematic eddy viscosity and is de􀅭ined as,

ν̃ = νT

fν1
where, νT is the kinematic turbulent viscosity

(νT=
µT

ρ ) .

The rest of letters in equation (5) are functions coef-

􀅭icients for turbulence closure problem. The model coef􀅭i-

cients are given as follows:

cb1 = 0.1355, Cb2=0.622, Cν1=7.1, σ = 2
3 , κ=0.41,

cw1 = cb2
k2 + 1+cb2

σ , cw2 = 0.3,

cw3 = 2

The closure functions are de􀅭ined as:

χ = ν̃
ν , fv1 = χ3

χ3+C3
v1
, fv2 = χ

1+χfv1
, S̃ = S + ν̃

k2d2 fv2,

r = ν̃
S̃k2d2

g = r + cw2(r
6 − r), fw = g

[
1+c6w3

g6+c6w3

] 1
6

where d is the height of the 􀅭irst grid cell off the wall

and S is the vorticity, which can be given in terms of the

mean-rotation-rate tensor (Ωij),

S = |Ω| =
√
2ΩijΩij ,Where Ωij =

1

2

(
∂ũi

∂xj
− ∂ũi

∂xj

)
(6)

In both DES and DDESmodels, S-A turbulencemodel

is worked as Reynolds Averaged model in the boundary

layer region (attached 􀅭low) and as Sub-grid Scale model

(SGS) in the detached 􀅭low region [28]. DES method de-

pends on a new length scale (d), in which refers to the wall

distance for RANS model and a modi􀅭ied length scale (d̃)
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that will replace it and can be de􀅭ined as:

d̂ = min(d,CDES∆) (7)

The symbolCDES is themore effective constant inDES

formulation and is taken here as equal to 0.65 [29]. ∆ rep-

resents the largest dimension of local grid cell, ∆ = max

∆x,∆y,∆y). Accordingly, when d < CDES ,∆d̃ = d, it gets

along with RANS region and the model works as the origi-

nal S-Amodel. On the other hand, when d >CDES , it corre-

lates with the LES region and the model hence acts like the

Smagroinsky's SGS model. The DDES model is formulated

by conducting a modi􀅭ication to the length scale (d) to de-

lay the early switching fromRANS to LES before treating the

boundary layer region inRANSmode regardless of grid den-

sity [30]. In S-A model, the ration between the length scale

and thewall distance (rd) is slightly adjusted to transfer the

information of molecular and eddy viscosity as follows:

rd =
νt + ν√

Ui,jUi,jκ2d2
(8)

Where, νt is kinematic turbulent viscosity, ν is dy-

namic viscosity, is velocity gradient tensor, κ is VonKármán

constant and is length scale. This parameter equals to 1.0

in the logarithmic layer and approaches to 0.0 steadily to-

wards the boundary layer edge. The parameter (rd) is used

in the delay function of DDES (fd) as follows:

fd ≡ 1− tanh([8rd]
3) (9)

which it is formulated to be 1.0 in the LES areawhere

rd ≤ 1, and 0.0 elsewhere. Consequently, the DES length

scale (d̃) is re-de􀅭ined for DDES model to be as follow:

d̃ = d− fdmax(0, d− CDES∆) (10)

Thus, by setting fd = 0.0 in the boundary layer re-

gion; hence d̃ = d , and the DES model always exhibits

RANS behaviour and this prevents Modelled Stress Deple-

tion (MSD) from occurring. However, setting fd = 1.0 away

from the near wall region, gives d̃ = CDES∆ . Thus, the

DDESmodel will be generated bymultiplying the value that

can force the A-S model to work like RANS or DES by delay-

ing function fd.

III. MODEL AND FLOW CONFIGURATIONS

The hump model used in the present study is con-

structed to be exactly similar to the one that has been used

in the experiments [21] The 􀅭low con􀅭igurations of both un-

controlled (baseline) and controlled (steady suction & syn-

thetic jet) cases are performed at experimental Reynolds

number of Rec = 9.36 × 105 that is calculated in terms

of free stream velocity, U∞ = 34.6m/s and model chord

length, c = 0.42 m [18, 19, 31]. The two active 􀅭low control

are applied by means of two-dimensional slots located at

x/c ≈ 0.65 along the model spanwise with an opening of

0.00187c, directly upstream on the concave surface. The

steady suction control performed at mass 􀅭low rate of [19]

However, ṁ = 0.01518kg/s the synthetic jet control used

an actuator with membrane frequency of f = 183.5Hz,

that gives a peak velocity ofUp = 26.6m/s out the slot [31].

A. Computational Setup

All the simulation results documentedhere arebased

on a three-dimensional structured grid has total number of

Nx.Ny.Nz = 539.140.28=2,112,880 with extra 134400 cells

in case of cavity consideration. 24 grid points are generated

along the plenum slot, which provides the 􀅭low control of

hump’s separated 􀅭low. The actuator cavity is not included

in the solution domain of both uncontrolled and steady suc-

tion controlled cases. However, the plenum is included in

the synthetic jet control case and an oscillatory membrane

is placed at the bottom of the plenum. The solution domain

extends to x/c=-6.39 upstream from the hump leading edge

and to x/c=4 downstream from the hump leading edge. The

location of x/c=-6.39 is chosen to ensure that the bound-

ary layer develops naturally to become fully turbulent and

reaches the same thickness as the experiments (δ/h=0.57)

at location of x/c=-2.14 upstream model leading edge [19,

32, 33]. The upper wall boundary of the domain is placed

at y/c=0.909. Figure 1, shows the hump model layout and

domain's dimensions used in the present synthetic jet con-

trol.

Fig. 1 . Humpmodel and computational domain outline
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The three-dimensional solution domain is extended by

20% chord length (Lz = 0.2c) in the spanwise direction

with total dimensions of Lx*Ly*Lz=10.39c*0.909c*0.2c, as

shown in Figure 2. A uniform resolution of ∆z = 0.007 is

applied along the spanwise direction, which gives 28 mesh

points in z-direction. The non-dimensional time step used

in the present simulations was ∆t = ∆t∗U∞/c =0.00021,

where∆t∗ is the physical time step applied to the solver in

seconds. The normal distance between the model wall and

the 􀅭irst boundary layer is set at d = 2.38*10-5c, which re-

sults in y+ < 1. ut pairs taken together as a union set.

Fig. 2 . Sketch of the 3-D computational

domain of 􀅭low over a hump

IV. BOUNDARY CONDITIONS

No slip adiabatic boundary conditions were applied

at the 􀅭loor, the humpmodel and the walls inside the cavity.

The far 􀅭ield Riemann-type boundary condition is applied at

the front of the solution domain at x/c = -6.39. At the end

of solution domain downstream the hump model, the pres-

sure outlet boundary condition is set at x/c = 4, in which

the atmospheric pressure was set for the pressure and the

other 􀅭low quantities were obtained by extrapolation from

the interior domain. Thewall at the top of thewind tunnel is

treated like organised an inviscid wall boundary condition.

Finally, the longitudinal sidewalls are treated as symmetry

boundary conditions. Figure 3, shows comparison of nu-

merical and measured average velocity pro􀅭ile at distance

of x/c = -2.14 from the hump leading edge.

Fig. 3 Comparison of predicted and experimental [27]

in􀅭low pro􀅭ile of 􀅭low over a hump at x/c = -2.14
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V. RESULTS OF UNCONTROLLED HUMP

A. Separation and Reattachment Locations

The 2D PIV, hot wire and oil 􀅭ilm interferometry data

have shown that the 􀅭low over hump is separated at x/c

≈0.665 and the reattachment linewas approximately at x/c

≈1.1. Figures 4 (a), (b), (c) and (d), show comparison of the

mean 􀅭low􀅭ield streamlines as calculated from the exper-

iment and predicted from the present simulations results

using URANS, DES and DDES approaches respectively.

Fig. 4 . Comparison of measured and predictedmean streamlines of uncontrolled hump (a)- Exp.[19], (b)- URANS, (c)- DES and (d)- DDES
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As can be seen in Figure 4, themean streamlines that

predicted by URANS, DES and DDES methods agree fairly

well with the measurements. Table 1 shows comparison

of predicted and measured separation and reattachment

points of the separated 􀅭low over the baseline hump. The

tabulated results showed that the present numerical meth-

ods agree realistically with both measurements and previ-

ous numerical simulations. However, the predicted reat-

tachment locations by present models are slightly higher

than the experimental measurements.

TABLE 1

COMPARISON OF PREDICTED ANDMEASURED SEPARATION AND REATTACHMENT LOCATIONS OVER A STEADY SUCTION

CONTROLLED HUMP

Approach Separation Point Reattachment Point

2D PIV Centreline Oil Film (Off Centreline) 2D PIV Centreline

Exp. [19] x/c= 0.665±0.005 x/c=1.11±0.003 x/c=1.10±0.005

Previous Numerical Simulations

LES [34] x/c≈ 0.65 1.090

LESC [35] x/c≈ 0.667 1.114

DES [36] x/c≈ 0.65 1.130

URANS [37] x/c≈ 0.65 1.250

ILES [38] x/c≈ 0.65 1.139

LES [39] x/c= 0.658 1.079

Present Simulations

URANS x/c≈ 0.662±0.0002 ≈ 1.205

DES x/c≈ 0.664±0.0002 ≈ 1.194

DDES x/c≈ 0.661±0.0002 ≈ 1.183

B. Flow Field Features

Figures 5 (a), (b), (c) and (d), show comparison be-

tween the measured and predicted mean streamwise U-

velocity component contours of the uncontrolled hump,

respectively. As can be seen, the present simulation results

are consistent with the measurements in the region starts

from somewhat upstream the separation point to the reat-

tachment line, however, the present numerical methods

predicted a slightly smaller circulation region compared to

the measurements.

Fig. 5 . Comparison of measured and predicted mean streamwise U-component contours of uncontrolled hump (a) -Exp. [19], (b)

-URANS, (c) -DES and (d) -DDES
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C. Q_Criteria

Figures 6 (a), (b) and (c), show the predicted iso-

surface of instantaneous Q_criteria 􀅭ield of the 􀅭low over

uncontrolled hump using present numerical methods. As

can be seen, URANS andDDESmethods provided steady so-

lutions and they do not show the 􀅭low unsteadiness in the

separated 􀅭low region after the hump aft part of the hump

model. On contrary, the DES method captured success-

fully the turbulent 􀅭low􀅭ield with varies turbulent scales as

shown in Figure 6 (b).

Fig. 6 Iso-surface of the predicted instantaneous Q_criteria 􀅭ield of uncontrolled hump, (a)-URANS, (b)-DES and (c)-DDES

D. Mean surface pressure distributions (Cp)

Figures 7 (a), (b) and (c), show compassion of the

measured predicted and mean surface pressure distribu-

tions over uncontrolled hump. The Figures showed that

the 􀅭low over the hump stays attached to the hump surface

with reduction in pressure until reaches to the beginning of

the ramp region (strong convex surface) at approximately

x/c ≈ 0.6, then the pressure increases greatly due to the

boundary layer separation at nearly x/c≈ 0.665. After sep-

aration occurs, the 􀅭low stays separated in the aft region

before it reattaches again downstream the model trailing

edge at about x/c ≈ 1.1. As demonstrated in the Figures

below, the predicted surface pressure coef􀅭icients are in

decent agreement with the measurements. However, the

predicted pressure coef􀅭icients quite bigger than measured

values downstream the reattachment line, which agreewith

previous numerical simulations [33, 34, 40].
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Fig. 7 Comparison of measured and predicted mean pressure

distributions over uncontrolled hump

(a)-URANS, (b)-DES, (c)-DDES

VI. RESULTS OF STEADY SUCTION CONTROL

A. Separation and Reattachment Location

The experimental measurements using 2D PIV,

hotwire and oil 􀅭ilm techniques showed that the 􀅭low over

hump is separated at x/c ≈ 0.680, and the reattachment oc-

curred at x/c ≈ 0.92 -0.94, when the steady suction control

was applied. Figures 8 (a), (b), (c), and (d) show compari-

son of measured and predicted mean 􀅭low􀅭ield over steady

suction controlled hump, respectively. The comparison in-

dicates that the results obtained from the three numerical

models agree well with the measurements.
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Fig. 8 Comparison of experimental and predicted mean streamlines of steady

suction controlled hump; (a)-Exp. [19] (b)-URANS, (c)-DES, (b)-DDES

TABLE 2

COMPARISON OF PREDICTED ANDMEASURED SEPARATION AND REATTACHMENT LOCATIONS OVER A STEADY SUCTION

CONTROLLED HUMP

Approach Separation Point Reattachment Point

2D PIV Centreline Oil Film (off Centreline) 2D PIV Centreline

Exp. [19] x/c=0.680±0.005 x/c=94±0.005 x/c=0.92±0.005

Previous Numerical Results

LES [34] x/c≈0.65 0.95

LESC[35] x/c≈0.65 0.947

URANS [37] x/c≈0.65 1.08

ILES[38] x/c≈0.65 0.984

Present Results

URANS x/c≈0.6677 ≈0.985

DES x/c≈0.663 ≈1.041

DDES x/c≈0.667 ≈1.076
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Furthermore, Table 2 shows comparison of the pre-

dicted and measured locations of separation and reattach-

ment lines of the steady suction controlled 􀅭low over hump

model. Indubitably, the present numerical methods pre-

dicted the separated 􀅭low point in reasonable agreement

with the experimental measurements and quite better than

previous simulations. However, they over-predicted the

reattachment line and this agrees with the previous numer-

ical simulations as documented in Table 2. On the other

hand, URANS approach gives the best agreement (x/c≈

0.985) with themeasurements compared to the DES (x/c≈
1.041) and DDES (x/c≈ 1.076) approaches.

B. Flow Field Features

The turbulent 􀅭low􀅭ield characteristics of the steady

suction controlled 􀅭low over a hump model as predicted by

the present simulation method in comparison with experi-

mental data available are presented in this part in terms of

mean stream wise U-velocity component contours and the

instantaneous Q_criteria 􀅭ield.

Fig. 9 Comparison of experimental and predicted mean

streamwise U-component (m/s) contours of steady

suction controlled hump (a)-Exp. [19] (b)-URANS,

(c)-DES, (b)-DDES

Figures 9 (a), (b), (c), and (d) showcomparison of the

mean stream wise U-velocity component (m/s) contours

of controlled 􀅭low over a hump model as calculated from

the experiment and present simulation with URANS, DES

and DDES approaches respectively. As can be seen, URANS,

DES and DDES approaches predicted a quite big separation

zone in comparisonwith the experimental data, hence over-

predicted the reattachment line, as discussed in previous

section.
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C. Q_Criteria

Figures 10 (a), (b) and (c), show comparison of the

predicted iso-surface of Q_criteria 􀅭ield of the steady suc-

tion controlled hump with experimental data. The results

obtained by applying steady suction control are quite sim-

ilar with the uncontrolled hump results in section 6. 3.

The Figures show that, both the URANS and DDES meth-

ods provide steady solutions and they cannot predict the

􀅭low unsteadiness in the controlled 􀅭low after the hump aft

part of the hump model. On the other hand, the DES ap-

proach captured successfully the 􀅭low unsteadiness in the

controlled 􀅭low as illustrated in Figure 10 (c). Moreover, the

steady suction control technique alleviated the intensity of

the 􀅭luctuation in the controlled 􀅭low as seen in Figure 10

(c) as compared to the uncontrolled hump in Figure 6 (c).

Fig. 10 . Iso-surface of the predicted instantaneous Q_criteria 􀅭ield of steady suction controlled hump using present numerical methods,

(a)-URANS, (b)-DES, (c)-DDES

D. Mean surface Pressure Distributions (Cp)

Figures 11 (a), (b) and (c) show comparison between

the predicted and measured values of mean surface pres-

sure coef􀅭icient of hump separated 􀅭low that controlled by

steady suction control technique. The measured surface

pressure coef􀅭icient indicates clearly that the 􀅭low over the

hump remains attached to the surface until it reaches the
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beginning of the ramp region at x/c≈0.6, then the pressure

increases signi􀅭icantly due to the boundary layer separation

at approximately x/c≈0.68. The 􀅭low stays separated in the

aft part of themodel before it reattaches again downstream

of the model trailing edge at x/c≈0.94. While, the predicted

values of surface pressure coef􀅭icient are in decent agree-

ment with the measured values, the predicted pressure co-

ef􀅭icient lines are shifted below the experimental in the

region close to the reattachment point of each numerical

model. This behaviour is quite similar to the uncontrolled

case and agrees with previous numerical simulations [33,

34, 41].

Fig. 11 . Comparison of predicted and experimental mean

pressure distributions over steady suction cont-

rolled hump(a)-URANS, (b)-DES, (c)-DDES
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VII. RESULTS OF SYNTHETIC JET CONTROL

A. Control Mechanism of SJA

Figures 12 (a), (b), (c) and (d), show schematic dia-

grams of the oscillatory suction/blowing actuating system

that attached to hump model and the operating strokes

during the SJA 􀅭low control, respectively.

Fig. 12 . Outlines of the SJA actuator and its operating cycle,

(a)-hump model equipped with SJA, (b)-suction

stroke, (c)-neutral position (d)-blowing stroke

B. Separation and Reattachment Location

The experimental measurements of the hump 􀅭low-

􀅭ield controlled by SJA indicated that the 􀅭low separates at

x/c≈0.676 and reattaches again to the surface at x/c≈0.98.

Figures 13 (a) and (b) show comparison of predicted and

measured mean streamlines 􀅭low􀅭ield of synthetic jet con-

trolled hump. As can be seen, the predicted mean stream-

lines by DES method with applying dynamic grid technique

agrees reasonably well with the experimental measure-

ments, however the size of the separation zone is quite

small in case of the DES simulations as indicated in Figure

13 (b).

Fig. 13 . Comparison of experimental and predicted mean

􀅭low􀅭ield

streamlines of SJA controlled hump, (a)-Exp.[31], (b)-DES.

Table 3 shows comparison of measured and predicted

locations of separation and reattachment points for the con-

trolled hump 􀅭low using SJA. As demonstrated in the table

below, the location of separation point that predicted by

present DES model agrees in a sensible way with measure-

ments and previous LES model [39], however the reattach-

ment point is quite smaller. On the other hand, the simula-

tion results frompresent DES approach are quite good com-

pared to the previous numerical simulations.
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TABLE 3

COMPARISON OF MEASURED AND PREDICTED SEPARATION AND REATTACHMENT LOCATIONS OVER A SJ CONTROLLED HUMP

Approach Separation Point Reattachment Point

2D PIV Centreline Oil Film (Off Centreline) 2D PIV Centreline

Exp. [31] x/c=0.676 x/c=0.98

Previous Numerical Results

LES [34] x/c≈0.65 1.01

LESC[35] x/c≈0.65 1.020

ILES[38] x/c≈0.65 1.097

LES[39] x/c≈0.674 0.979

Present Results

DES x/c ≈0.6695 ≈0.963

C. Flow Field Features

Figures 14 (a) and (b), show comparison of themean

streamwise U-velocity component (m/s) contours of the

synthetic jet controlled 􀅭low over a hump model as pre-

dicted by the present DES code and the experiments, re-

spectively. As can be seen, the present DES approach failed

to predict accurately the reattachment line downstream the

ramp region and there is a discrepancy between the pre-

dicted mean streamwise U-velocity pattern and the mea-

sured one in the separated 􀅭low region.

Fig. 14 . Comparison of experimental and predicted mean streamwise U-component (m/s) contours of SJA controlled hump (a)-Exp.

[31], (b)-DES

Very interesting results are obtained from the present

simulations in the interface region between the plenum

􀅭low and the near wall vicinity 􀅭low, where the separated

boundary layer existed. As can be seen from Figure 15,

there are two counter rotating vortices existed inside the

plenumduring the control cycle of the SJA, which theymove

up and downduring suction and blowing strokes and 􀅭inally

energize the detached boundary layer in the separated 􀅭low

region. The results showed that the control ef􀅭iciency of

the SJA depend on the 􀅭low interaction between the vorti-

cal 􀅭low inside the plenumand the 􀅭low inside the separated

boundary layer.

Fig. 15 . Flow interaction between actuator cavity 􀅭low and

separated boundary layer of a SJ controlled hump as

predicted by DES model.
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D. Mean Surface Pressure Distributions (Cp)

Figure 16 shows comparison of experimental and

simulated mean surface pressure coef􀅭icient over the SJ

controlled hump. As can be seen, the 􀅭low over SJ con-

trolled hump remains attached to the hump surface long

time compared to the uncontrolled and the steady suction

controlled cases. The 􀅭low does not separate until it reaches

the beginning of the ramp region and passes the slot. Then,

the boundary layer separates at approximately x/c≈0.67

and the pressure coef􀅭icient increases sharply and due to

the strong adverse pressure phenomenon. Moreover, the

􀅭low stays separated in the aft part of the model before it

reattaches quickly downstream the model trailing edge at

x/c≈0.963 as illustrated indicated in Table 3. The predicted

pressure coef􀅭icient of the SJ controlled 􀅭low close to the

measuredvalues in the regiondirectly before the separation

occurs. However, there are discrepancies in the predicted

pressure coef􀅭icient values in the separation region.

Fig. 16 . Comparison of experimental [31] and predicted mean

pressure distributions over a SJA controlled hump

E. Phase-Averaged Spanwise Vorticity Field

Figures 17 (a-1), show twelve contour plots of phase-

averaged spanwise vorticity (ωz) 􀅭ield of the experimental

measurements and DES simulation results for comparison.

As can be seen from the plots, the blowing part of the cy-

cle starts at phase ϕ = 30°,in which the free shear layers

downstream the slot are moved downstream away from

the hump surface. This feature of the 􀅭low distinguishes the

suction stroke that has just proceeded the blowing cycle.

As the membrane moves up, the blowing cycle reaches the

peak at phaseϕ = 90°, in which the shear layer just lifted off

the wall, will distort and a reverse 􀅭low region will generate

all over the hump surface. This distorted shear layer distin-

guishes the vortex rolling up and decreasing the pressure

downstream of the slot. As the blowing stroke diminishes

at phase φ = 150°, the previous vortices move downstream

the ramp region and energize the reverse 􀅭low region near

thewall. As the control switches fromblowing stroke to suc-

tion stroke at phase ϕ = 210°, these vortices start to dimin-

ish and move away from the shear layer. At the peak of the

suction cycle at phase ϕ = 270°, the shear layer is dragged

close to the wall near the slot and curved shear layer is

generated. At the end of suction cycle at phase=330°, the

vortex breaks free and moves with the 􀅭low downstream

of the ramp region. The plots show that, the present DES

approach does not predict the spanwise vorticity (ωz) 􀅭ield

compared to the experiments and the predicted vortices

linked together in a steady manner. This is might be due to

small number of the operating cycles that used to calculate

the phase-averaged 􀅭ield and bigger time step value.

. (a)-ϕ = 30°, Exp

(b)- ϕ = 30°, DES

(c)-ϕ = 90°, Exp.
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(d)- ϕ = 90°, DES

(e)-ϕ = 150°, Exp.

(e)-ϕ = 150°, DES

(g)-ϕ = 210°, Exp.

(h)- ϕ = 210°, DES

(i)-ϕ = 270°, Exp.

(j)- ϕ=270°, DES.

(k)-ϕ=330°, Exp.

(l)- ϕ=33°, DES.

Fig. 17 . Comparison of experimental [31] and DES predicted

phase-averaged spanwise vorticity (ωz) 􀅭ield at six phases

of SJ control cycle.
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VIII. CONCLUSION

Three different codes based on URANS, DES and

DDESapproacheshavebeendevelopedandapplied to study

the large separated 􀅭low over a hump model and its con-

trol using steady suction and synthetic jets. The simulation

results obtained from both baseline and controlled cases

showed that both URANS and DES methods provides rea-

sonable results compared to experimental data, however

DDESmethod failed to predict themean 􀅭low􀅭ied character-

istics or 􀅭low unsteadiness of such type of 􀅭low separation.

This is because the DDES model has been originally pro-

posed to avoid the Modelled-Stress Depletion (MSD) prob-

lem in attached boundary layer in DES approach by consid-

ering thewhole boundary layer in URANSmode. Hence, the

DDES results matched closely with URANS one in contrast

with the DES results for the mean 􀅭low properties. The re-

sults of steady suction control using the three numerical ap-

proaches showed that the separation bubble is effectively

reduced; hence, the static surface pressure over the cen-

tre of the hump is uniform compared to the baseline case.

Only DES approach captured the unsteady features in the

turbulent 􀅭low􀅭ield with a wide range of turbulent scales.

The results of synthetic jet control with dynamic grid tech-

nique showed very interesting results for the 􀅭low interac-

tion between the actuator cavity and the near wall vicinity,

where the large separated boundary layer existed. The re-

sults showed that, there are two counter rotating vortices

existed inside the cavity during the control operating cycle

of the SJA that move up and down during suction and blow-

ing strokes of the control cycle and 􀅭inally energize the re-

tarded boundary layer in the separated 􀅭low region.
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