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Lane detection is key to advanced driver assistance systems to avoid traf􀅫ic accidents caused by driver’s negligence,

thereby improving driver’s safety. However, most lane detection algorithms are prone to error in challenging con-

ditionswhenmaneuvering in high curvature lanes, strong backlighting environment, low contrast night, and heavy

rain condition, rendering unreliable and hazardous detection motion. This work proposes a lane detection algo-

rithmby robust binary lanemarking identi􀅫ication for lane feature extraction. The algorithm combines themedian

local threshold, line segment detector, and binary line segment 􀅫ilter to remove the noise generated when operat-

ing in the above challenging conditions. After correct lane feature extraction, Hough transformed and optimized

random sample consensus parabola 􀅫itting are applied to detect lane markings. Experiment results show that the

proposed algorithm outperforms the previous work in achieving correct detection rate at 95% in real-time.

© 2019 The Author(s). Published by TAF Publishing.

I. INTRODUCTION

Unintended lane departure due to driver’s negligence has

been known as the leading cause of increasing vehicle ac-

cidents. Advanced Driver Assistance Systems (ADAS) are

considered pivotal to reduce accident and improve safety

[1, 2]. The reliability of system is dependent on the re-

sults of lane detection, where process time and robustness

are key to the success of ADAS. Most lane detection results

focus only on cost-effective image sensor (dash-cam) for

sensors such as Light Detection and Ranging (LIDAR) and

Radio Detection and Ranging (RADAR) are not available in

publicTransport as yet. Although vision-based lane detec-

tion is widely adopted for future ADAS, it suffers from the

noise generated by challenging conditions such as high cur-

vature, strong backlighting, low contrast night, and heavy

rain [3, 4]. Therefore, the robustness of lane detection be-

comes an important issue. It determines whether an ADAS

can be applied with strong con􀅫idence.

For vision-based algorithms in the last decade, [5] adopted

the [6, 7] to extract lane features and the possible angle

range of the lanes (according to the perspective of a 􀅫ixed

camera on the vehicle) to remove undesirable noise in the

image. [8] proposed a geometric rule-based lane detection

with two-stage feature to 􀅫ilter false lane features. Though

the above algorithms are helpful to improving lane detec-

tion, the computational complexity is increased dramat-

ically. In this regard, [9] introduced a symmetrical local

threshold [10] based on the limitations of marking width to

extract lane features, and a Bresenham line voting space is

then presented to detect lanes at low-speed environments.

[11] proposed a simpli􀅫ied algorithm to detect lanes in high

curvature. [12] concluded that a lane detection algorithm

should be robust to detect lane markings in all challenging

conditions and to respond for dangerous situations imme-

diately. This work proposes a robust algorithm based on
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binary line segment 􀅫ilter for detecting lanes by using only

a low-cost image sensor. The algorithm combines the me-

dian local threshold [13], the line segment detector [14],

and the proposed binary line segment 􀅫ilter to remove im-

age noises and to extract lane features. The lane marking is

then model by Hough transform [15] and random sample

consensus parabola 􀅫itting [16] to detect lanes with high

ef􀅫iciency for real-time applications.

II. ALGORITHM ARCHITECTURE BY IMAGE SENSOR

A typical image-based lane detection algorithm has three

stages: image preprocessing, lane feature extraction, and

lane model 􀅫itting as illustrated in Figure 1. Image pre-

processing is to convert a frontal view of RGB image into

a bird’s eye view of the grayscale image by inverse perspec-

tive mapping, thereby reducing the sensor error. Lane fea-

ture extraction is to extract line segments as candidate line

segments of lane marking. The binary line segment 􀅫ilter

is developed in this work to reduce the noise in the candi-

date line segments. Lane model 􀅫itting is by the simpli􀅫ied

Hough transformandby anoptimizedRandomSample Con-

sensus (RANSAC) parabola 􀅫itting to accurately detect the

lane markings in challenging conditions.

Fig. 1. The lane detection algorithmproposed in thiswork, where the image

preprocessing is to reduce the sensor error, the lane feature extrac-

tion is to reduce noise, and the lane model 􀅫itting is to 􀅫it the lane

markings in the image

A. Image Preprocessing

The input images to lane detection algorithm are col-

lected from an image sensor (dash-cam) mounted on the

car as illustrated in Figure 2 with the world coordinates

(Xw, Yw, Zw) and the camera coordinates (Xc, Yc, Zc) . To

correct the image affected by perspective effect, it is trans-

formed froma frontal-view image to abird’s eyeview image.

The lane markings in bird’s eye view images becomes par-

allel and the widths are approximately equal. The conver-

sion from an arbitrary point Pw(Xw, Yw,−h) of the world

coordinates to the corresponding point Pi(ui, vi) of the im-

age plane can be determined by coordinate transformation

by the focal length (fu, fv) and the camera optical center

(cu, cv) of the image sensor.

ui =
cu + fu (Xw cos θ − Yw sin θ)

Xw cosα sin θ + Yw cosα cos θ + h sinα
(1)

vi =
cv + fv (−Xw sinα sin θ − Yw sinα cos θ + h cosα)

Xw cosα sin θ + Yw cosα cos θ + h sinα
(2)

where α is the pitch angle and θ is the yaw angle. Figure 3

(a) and (b) illustrate an input image transformed to a bird’s

eye view image, which is then converted to a grayscale im-

age [17].
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Fig. 2. (a) An image sensor (dash-cam) with the camera coordinates (Xc, Yc, Zc) mounted on a vehicle

at height h above ground with pitch angle α, yaw angle θ, and the offset (Rx, Ry) from the vehicle

center in the world coordinates (Xw, Yw, Zw) , and (b) illustration of the image plane, where point

Pi is the projection from a point Pw on the ground to the image plane.

Fig. 3. (a) Application of the inverse perspective mapping to

transform a region of interest (in box) to (b) the bird’s

eye view image

B. Lane Feature Extraction by Binary Line Segment Fil-

ter

In poor condition of backlighting, night, or rain, the lane

marking becomes blurred, so that extracting the lane fea-

ture is challenging. This work adopts the median local

threshold [13] to extract the preliminary lane features. The

median local threshold uses a 1D fast median 􀅫ilter [18] to

conduct line-by-line 􀅫iltering of the grayscale image. If the

intensity of a point differs from the median by more than a

given threshold, then the point is considered a lane feature.

Im (ui, vi) =

{
I (ui, vi) , if I (ui, vi) > median (I (ui, Sm)) + Tg

0, otherwise
(3)

where Im is a grayscale image processed by a median lo-

cal threshold, Sm is the 1D median 􀅫ilter determined by the

width of the lane marking, Tg is the threshold given in the

lane detection algorithm. Figure 4 (a) and (b) illustrate the

grayscale imagebefore and after themedian local threshold,

which signi􀅫icantly reduces unnecessary information (such

as tarred road and curb), and the intensity and geometry of

the lane markings are preserved in the lane features.

However, the processed grayscale image still has some false

lane features geometrically similar to lane markings. These

false lane features are mainly caused by the pedestrian

crossing, stain, and vertical component from vehicles. A

lane marking of any curvature can be approximated as a

combination of line segments, so that the false lane features

in the geometric structure of a lane marking can be elimi-

nated by applying the line segment detector [14]. The de-

tector starts by calculating the level-line angle of each pixel

to form a level-line 􀅫ield in the image. The level-line 􀅫ield is

then divided into the line support region of the same angle

range as illustrated in Figure 5 (a).

Fig. 4. (a) The grayscale image before the median local

threshold processing, (b) the intensity distribution of

a row(solid line) after themedian local thresholdpro-

cessing, (c) the intensity distribution of a row (dotted

line) retained by the threshold, and (d) the grayscale

image after the median local threshold processing

ISSN: 2414-4592

DOI: 10.20474/jater-5.2.4



2019 Y. H. Liu, H. P. Hsu, S. M. Yang – Development of an ef􀅲icient and . . . . 88

Each line support region is a candidate for generating

a binary line segment. Through the above process, the

grayscale image is converted to a binary image as shown in

Figure 5 (b), where the noise of too short and/or incorrect

tangent in a segment can be eliminated by the binary line

segment 􀅫ilter based on geometric constraints,

Rule: τi > T1 and TL ≤ ϑi ≤ TU (4)

where τi and ϑi are the length and angle of each line seg-

ment as shown in Figure 5 (c), respectively, T1 is the 􀅫ixed

threshold determined by the length distribution histogram,

and TL and TU are the adaptive threshold. The binary im-

age before and after processing by the above rule are shown

in Figure 6, where the noise line segments have been elimi-

nated.

Fig. 5. (a) The schematic diagram of generating a line-

support area by 􀅫irst calculating the level-line angle

of each pixel in the image, and then generating a line-

support regionat the adjacent pixel point as a line seg-

ment, (b) the binary image before and after the line

segment detector processing (left and right), and (c)

calculating the length and angle of the line segment,

where τi and ϑi are the length and angle of the line

segment (thick line), respectively.

Fig. 6. (a) The binary image before the binary line segment

􀅫ilter processing, (b) the 􀅫irst rule based on the length

of line segment is used to eliminate too short line seg-

ment, and (c) the second rule based on the angle of

line segment is used to eliminate line segment with

abnormal slope in the binary image

C. Lane Model Fitting

With the extracted lane feature, it is necessary to detect the

position of the left and/or right lanemarking for lanemodel

􀅫itting. Thiswork adopts a simpli􀅫iedHough transformwith

sliding window [15]. Due to the lane markings close to the

vehicle are approximately vertical in the bird’s eye view im-

age, the simpli􀅫ied Hough transform calculates the column

intensity sum, where the local maximum is detected simul-

taneously to locate the horizontal positions xL and xR of

the left/right lane markings and the lane width w as shown

Figure 7 (a). The horizontal position of the lane marking

is originally located as the starting position of the center of

the 􀅫irst window, and then the pixels mean position in the

􀅫irst window is calculated as the center position of the next

window. In order to effectively 􀅫it the lane markings with

minimal computation load, a quadratic parabolamodelwith

optimized RANSAC [16] is applied to 􀅫it the lane marking.

The pixels in the previous sliding window are segmented

into sub-sets based on the number of candidate points in

the sliding window to be evenly distributed to each subset.

A point from each subset is randomly selected to de􀅫ine the

parabola geometry by least square. The iterative process is

to calculate the score for each parabola 􀅫it and the highest

score for the lane model 􀅫itting as shown in Figure 7 (c).

Fig. 7. (a)The column intensity sumof thebinary imagewith

peaks at the left and right lanemarkings xL and xR in

the horizontal direction, where the distance between

the above two positions are the lane width w, (b) the

simpli􀅫ied Hough transform by locating the position

of the left and right lane markings to build a series

of 􀅫ixed-size sliding windows, and (c) the optimized

RANSAC parabola 􀅫itting to 􀅫it the lane markings

III. EXPERIMENTAL VERIFICATION

In the experiment, the robustness of the algorithm with

only an image sensor is veri􀅫ied by 297 testing images in

challenging conditions. An image sensor (dash-cam) with

140o Field of View (FOV) and 30 Frames Per Second (FPS)

ismountedon the car at heighth=21.3 cmabove the ground

plane; yaw angle θ = 0o, pitch angle α = 20 o, and offset

(Rx, Ry)= (0, 12.5) from the vehicle as shown in Figure 2.

In order to ease the computational complexity of the algo-
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rithm, this work sets the image range containing themostly

road information to the Region of Interest (ROI) of width

319 pixels and height 85 pixels with the position of the top

left corner (0, 12.5) in the input image (320×240 pixels)

as shown in Figure 3 (a). By applying the Inverse Perspec-

tive Mapping (IPM), the input image is transformed to the

bird’s eye view image (225×300 pixels), so that the lane

markings becomes parallel as shown in Figure 3 (b). The

bird’s eye view image is then converted to grayscale image

for improving detection upon facing various lane markings

(such as discontinuous, white, and yellow lane markings)

as shown in Figure 4 (a). The intensity histogram is calcu-

lated from the grayscale imagewith the dotted linemarking

the threshold determined by the median local threshold as

shown in Figure 4 (b). The grayscale image after themedian

local threshold processing is converted to the binary image

by the line segment detector, which can extract all line seg-

ments to highlight the geometric structure of the lanemark-

ings for later analysis as shown in Figure 5 (b).

The proposed binary line segment 􀅫ilter based on geometric

rule is then used to eliminate noise line segment in the bi-

nary image. According to the length distribution histogram

of the line segment, the length of noise line segments are

mostly less than 17 in all testing images as shown in Fig-

ure 8.

Fig. 8. The histogram analysis to determine the threshold of the

rule of the binary line segment 􀅫ilter, (a) the histogram is the

length distribution of the line segments produced by the im-

ages collected in the experiment, where length of the noise

line segment is mostly less than 17, (b) the image of left

curved lane with the histogram shows the angular distribu-

tion of the line segment in-35∼ 0o, and (c) the image of

straight lane with the histogram of the angle distribution of

the line segment in -5∼ 5o.
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The binary image before and after processing by the above

geometric relationship are shown in Figure 6 (a) and (b),

where the noise line segments of too short can be elimi-

nated. According to the angular distribution generated by

the lanemarking, each line segment is assigned to the spec-

i􀅫ied angle region according to the calculated angle, and the

calculated length is accumulated as a score. The line seg-

ment of lanemarking in different road scenes and their cor-

responding angular distribution histograms are indicated

in Figure 8 (b) and (c). Through the histogram, the binary

image before and after processing by the above geometric

relationship are shown in Figure 6 (b) and (c), where the

noise line segments with abnormal slope can be eliminated.

The column intensity sum of the binary image can be calcu-

lated to locate the horizontal position xL and xR of the left

and right lane markings and the lane width "w" as shown

in Figure 7 (a). A series of 􀅫ixed size sliding windows are

then built on the bottom of each lane marking as shown in

Figure 7 (b) and (c) for minimal computation load on the

on-board computer.

Experimental results of lane feature extraction before and

after using binary line segment 􀅫ilter validate that the lane

detection algorithm can effectively reduce the number of

false lane features. In addition, Table 1 shows the per-

formance between the lane detection algorithm with and

without binary line segment 􀅫ilter to verify the effective-

ness of the algorithm. Among them, the correct rate of

the proposed algorithm without binary line segment 􀅫il-

ter in the above four conditions is 97%, 89%, 92%, and

78%, while the false rate is 3%, 11%, 8%, and 10%, re-

spectively. After using the binary line segment 􀅫ilter, the

correct rate of the proposed algorithmwith binary line seg-

ment 􀅫ilter in the above four conditions is 99%, 93%, 92%,

and 95%, respectively. The correct rate by using the binary

line segment 􀅫ilter is signi􀅫icantly improved, especially in

heavy rain. Moreover, this paper also performs the same

test on the algorithm proposed by [11], where the results

show that the correct rate is easily affected by the noise to

the lane marking in challenging conditions, especially the

strong backlighting because they only adopted the intensity

information of the lane marking for detecting lanes.

TABLE 1

RESULTS OF LANE DETECTION ALGORITHM OF THIS WORKWITH ANDWITHOUT BINARY LINE SEGMENT FILTER (BLSF) [?]

Challenging Conditions Correct rate (%)

[11] This Work without BLSF This Work with BLSF

High curvature 19 97 99

Strong backlighting 3 89 93

Low contrast night 36 92 92

Heavy rain 17 78 95

For a series of 297 captured images of a typical maneuver

in challenging conditions, the average computation time of

lane detection by the on-board computer with CPU (ARM, 2

GHz) is about 32.7 ms. Through the above results of veri􀅫i-

cation, the proposed lanedetection algorithmcanbeproved

tomeet the robustness and immediacy of the ADAS require-

ment. This algorithm is critical to the development of au-

tonomous delivery systems.

IV. SUMMARY AND CONCLUSION

In order to evaluate the performance of the lane detection

algorithm, this work adopts the evaluation index [19] to

calculate the correct rate of the lane detection algorithm.

The two guidelines: (1) when at least more than half lane

marking estimates are within the lane marking width of

the ground-truth and, (2) when no lane marking is exis-

tent, yet one is detected as incorrect detection. To validate

the robustness of the lane detection algorithm, this work

tests the images of four challenging conditions: high cur-

vature, strong backlighting, low contrast night, and heavy

rain. Table 1 shows that the average correct rate of the pro-

posed lane detection algorithm in the above four conditions

is 95%. Comparedwith the lane detection of previous work

[11], the results also show that the proposed lane detection

is effective and resilient as in Table 1. The lane detection

proposed in this work can better detect the lane marking

in challenging conditions, because the algorithm has fully

utilized the intensity and geometric property of the lane

markings to develop the novel feature extractor for detect-

ing lanes. The conclusions are:

(1) This work proposes a robust lane detection algorithm

based onmedian local threshold, line segment detector, and

the binary line segment 􀅫ilter. The median local threshold

and the line segment detector are combined to obtain all

line segments in the image for a preliminary lane feature

extraction. Then, the binary line segment 􀅫ilter based on ge-
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ometric rule is to eliminate noise line segments. The lane

feature extraction is tested to show that the proposed bi-

nary line segment 􀅫ilter can effectively reduce noise in the

image to improve the correct rate of detection.

(2) With effective lane feature extraction, a simpli􀅫ied

Hough transform with sliding window and an optimized

RANSAC parabola 􀅫itting are employed to 􀅫it the lane mark-

ings in challenging conditions. The lane detection algo-

rithm is tested by road images collected from experiment,

including high curvature, strong backlighting, low contrast

night, andheavy rain. The test results indicate that the aver-

age correct rate of the proposed lane detection algorithm is

95%, and the average computation time per image is about

32.7 ms. These results prove that the proposed lane detec-

tion algorithm is capable of handling challenging conditions

in real-time for ADAS and autonomous delivery systems.

(3) The proposed lane detection algorithm is effective, but

the input image must contain at least one lane marker for

detection in this work. For future development, this work

can add the lane tracking to improve the ef􀅫iciency of the

lane detection. The lane tracking uses currently known lane

marking position to predict at the next position, rendering

thedetection result is not susceptible to interferenceof road

sceneswithout lanemarkings in a short time (such as cross-

walk and worn road) and to reduce the computation time

required for detecting the lane markings.
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